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INTRODUCCION

Esta publicacion tiene por objeto poner a disposicion de los estudiosos interesados el texto del profesor
Adam Marton sobre el curso «Quality indicators in surveys and census», que impartid en octubre de 1988
en el marco del VISeminario Internacional de Estadistica. El eje central de dicho curso gira en torno a la
cuantificacion de la influencia de los errores, tanto del muestreo como ajenos al mismo, en el trabajo estadis-
tico; motivo por el que el texto entregado por el profesor Marton, y con ello la publicacion, se titulan «Sam-
pling and non sampling errors in surveys.» De especial interés encontramos la parte dedicada a los errores
ajenos al muestreo, tanto en su tratamiento tedrico como especialmente las experiencias llevadas a cabo por
el profesor Marton en la Oficina Central de Estadistica Hungara.
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PREFACE

In 1988 the 6th International Statistical
Seminar was devoted to the topic of «Quality Indi-
cators in Surveys and Censuses.» Though the accu-
racy of surveys is characterized first of all by the size
of sampling and non-sampling errors, there are
some additional indicators of accuracy too, such as
e.g. timeliness or relevance of data.

As sampling error computations form a well-
known chapter of statistics, we shall consider only
the relation between sample design and sampling
errors. Our attention will concentrate on non-
sampling errors; the size of these depends on the
subject of the survey as well as on its specific
features, but —remarkably— it is actually indepen-
dent of the type of survey, i.e. of the fact that the
survey is a census or just a sample survey. The title
of this paper indicates that those two kinds of errors
will be considered which are of basic importance
from the point of view of using statistical data.

This paper is based partly on methodological
experience in surveys gained at the Hungarian Stat-
istical Office. A brief outline of views and results on
sampling and non-sampling errors will also be
given; the questions will be discussed from the view-
point of the official statistician, keeping mathemat-
ical considerations within reasonable limits. Details
of the investigation will be left to the reader, whose
work may be supported by the references. Consider-
ations in polls and in sociological surveys are some-
what different from those in other types of research.
Possible uses of survey data and the inferences based
on them depend heavily on the methods used. What-
ever the type of investigation, valid inferences may
be expected only if information is processed by ade-
quate methodology.

Introduction

Censuses and sample surveys are two most im-
portant methods of statistical data collection. In the
case of censuses each unit of the population in con-
sideration is observed. Quite different is the case of
sample surveys where inferences to some population
parameters are made on the basis of a relatively few
units selected to the purpose from the population.
Results of surveys are affected by numerous errors
coming from different sources.

As in the case of sample surveys inferences to
the whole population come from a small part of the
total, statisticians are interested mainly in sampling
errors when evaluating such surveys. This practice is
based on the assumption that each observation,
each piece of elementary information pertaining to
some unit of the population is correct, and thus the
lack of full coverage is the single source of error in
survey data.

Some parte of data collected in household sur-
veys can be regarded as correct; some data of econ-
omic statistics belong here, as well as certain per-
sonal data (as e.g. date of birth, sex, address). Such
data can be checked or corrected partly by docu-
ments or registers, partly by re-interviews. A major
part of household surveys is, however, connected
with questions which are hard to answer.

The use of the term «error» in statistics is differ-
ent from the everyday usage. The latter refers to
something that has resulted from erroneous, irregu-
lar or careless behaviour, and that could be pre-
vented by self-control and precise work. In statistics
the term «error» denotes a much broader notion,
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which can include in certain cases deviations that
correspond to the everyday meaning of this word.
Possible sources of errors in the course of collecting
statistical data are inaccuracies of observation,
memory, interpretation, measure instruments, data
processing and analysis. The size of error is the devi-
ation of the observed value from the true value.

Estimation of sampling errors is usually taken
into account already in the sample design, and later
it is part of evaluation of the results. A relatively
new feature of investigations is represented by the
endeavour to discover relations between sample
design, sample subclasses and the size of sampling
errors. This question will be dealt with at the end of
the paper. By non-sampling errors we mean the
entity of all errors coming from sources other than
selecting the sample. Up to now such errors have
not been thoroughly examined, though reliability of
the results cannot be judged without them appro-
priately.

Non-sampling errors in surveys (1)

In recent literature on statistics particular
attention has been paid to non-sampling errors, as
their significance proved to be often greater than
that of sampling errors.

The three main sources of non-sampling errors
are the following:

— the target population is not fully covered by
the sampling frame, some observations in-
cluded in the design are unsuccessful. Some
data are missing for non-response or for
other reasons;

—some individual answers, measurements,
observations are inaccurate;

— errors are made in the course of coding, edit-
ing, tabulating, etc.

Alternatively, sources of non-sampling errors
can also be grouped by the successive survey phases
as follows:

—design and preparations,

— data collection and

— data processing and analysis.

The different errors can also be classified as
— variable errors, and

— biases caused by some systematic effects.

(1) A comprehensive review of this field can be found in:
National Household Survey Capability Programme. Non-
Sampling Errors in Household Surveys: Sources, Assessment and
Control. United Nations, New York, 1982.
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This last distinction is very important from the
view-point of reducing the errors, since variable
errors usually decrease as the number of cases or
replications increase, while completely different
methods are needed for eliminating biases (auxiliary
information and/or estimates). The most important
distinction between variable error and bias is that
biases can generally be reduced only by «doing
something more» (e.g. designing a better question-
naire or improving supervision of field work), while
variable errors are reduced by «doing more of some-
thing» (e.g. increasing sample size).

The size of error depends to some extent on
human factors such as fitness and training of inter-
viewers, but it is also affected by the economic and
social environment. Many unforeseen things can
happen in the course of data collection; neverthe-
less, it is assumed in principle that any survey can
be replicated several times. It follows from this
model that in every replication different answers will
be obtained to the same questions. Random vari-
ation means that expectation of the observed values
equals the actual value of the variable in consider-
ation. Quite different is the case where the answers
are systematically modified in the same way: then
we have to do with bias, which is the difference
between the averaged values (or expectation) of
observations and the actual value.

Non-sampling errors are hard to estimate; in
contrast with sampling errors, no exact estimation
techniques are available here. The aim of investigat-
ing and recognizing non-sampling errors is mainly
to reduce their effects in the different phases of
designing and conducting surveys. This work is
rather expensive and time-consuming, and this is the
reason for restricting the investigation of non-
sampling errors to periodic surveys in many
countries. Examining non-sampling errors occur-
ring in one-time surveys seemed unprofitable in
most situations.

It is very hard or rather impossible to formulate
statements of general validity. Defining proper sol-
utions as well as producing estimates based on
auxiliary information or re-interviews depends
heavily on individual conditions and the scope of
survey. In this paper problems arising in household
surveys will be dealt with, such problems are in
general extremely hard. The nature of errors in data
collection of economic statistics enables better
methods of control, and in certain cases some theor-
etical conclusions can also be applied.

Collecting data can proceed in different ways:
by face-to-face interviews, by mailed questionnaires
and by telephone interviews. In Hungary the tele-
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phone network is not fit for the selection of a good
sample of the population consisting of people
having phones in their dwelling. Nor have mailed
questionnaires (filled in by the respondents them-
selves) become really popular in this country, as
experience has been rather unfavourable. In this
paper we shall restrict ourselves to problems of face-
to-face interviews. (Note that face-to-face interviews
are sometimes used in countries with highly devel-
oped telephone network too, as nothing can substi-
tute the advantage of immediate personal contact.)

Designing, conducting and evaluating house-
hold surveys are very difficult tasks, which necessi-
tate considerable skill and experience. When design-
ing different surveys we have usually to do with
different sampling frames, questionnaires, methods
to ask questions and to check them, furthermore,
different ways of coding and data processing. Most
surveys are «multi-purpose» investigations, in which
different topics are examined on the same sample,
either simultaneously or within short intervals. This
implies that in the design phase certain issues receive
greater emphasis, while others are treated as those
of secondary importance. To have a proper design,
which is necessarily some compromise between
capacities (i.e. intellectual inputs and economic re-
sources) and actual needs (such as small domains,
accuracy) we need to know the nature and possible
sources of errors.

Knowledge of the sources of errors is essential
to have data of good quality, i.e. data which give a
reliable, timely and detailed picture of the pheno-
mena in consideration. Quality of statistical data is,
however, a specific notion, which requires a defi-
nition of its own. As we shall see later, different cri-
teria of quality may be in conflict with each other
(e.g. timeliness-accuracy).

J. Norwood wrote the following on quality of
data (1). Quality is one of the most important ques-
tions arising in statistical activities, still it is difficult
to define. This notion has different meanings for dif-
ferent people. In a possible approach quality may be
tantamount to the question if some data fit —well
or just hardly— in the place where they should be
used. In this aspect non-sampling errors play a very
important role.

According to T. Dalenius (2) those data which
are very important are in general fairly accurate.

(I) What is Quality? Paper presented at the US Bureau of the
Census Conference, Baltimore MD, 30 March 1987 (Manuscript.)

(2) Tore Dalenius: Relevant Official Statitstics, Journal of
Official Statistics, Vol. 1 (1985) No. 2, pp. 21-34.
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Those data which are rather unreliable are either not
used or unimportant; in the latter case their possible
use would not lead to serious troubles.

Needless to stress that certain information must
be available in right time. Sample surveys are often
conducted just for the reason that the very long time
needed to process the data of censuses is not feasible
for the timeliness of information. For the sake of
rapid information censuses are usually accompanied
by sample surveys; to this end 1-2 p.c. samples are
selected from the census records.

On the basis of what has been said above the
different sources of non-sampling errors can be
divided into two groups. The first group relates to
some approximation for the population considered
(sampling frame, coverage, non-response, etc.),
while the second refers to the so-called response
error, i.e. to accuracy of individual answers. In other
words, by response error we mean the deviation of
the information recorded on the questionnaire from
the true value —provided that the latter can some-
how be defined. To the second group of errors
belong e.g. the false assignment of some category,
errors of coding, etc. Problems of non-response
errors will be investigated in the following on the
basis of this classification. Note that problems of
analysis (inference from cross tables, factor analysis
or log-linear models) will not be considered.

The Journal of Official Statistics published by
the Statistical Office of Sweden devoted a whole
issue —No. 4 in 1987-— to problems of non-
sampling errors. Noted experts of statistics and sur-
vey methodology dealt with the significance of this
topic in that issue, and expressed their opinion on
some questions of methodology. A brief summary
of contributions from that specific number of J.O.S.
may be helpful to give an adequate picture of the
state of the art of non-sampling errors.

Lars Lyberg, the Editor-in-Chief of J.O.S.
emphasized that errors should be taken into
account, whenever statistical data are collected.
While sampling errors in surveys are in general
treated by adequate methods, non-sampling errors
are often completely ignored, though they are in
many cases more important than sampling errors.
Non-sampling errors may come from different
sources, and it is difficult to measure or control
them. Their significance can best be reduced by
solving the problems in the place where they arise.

Barbara Bailar finds that one part of non-
sampling errors from different sources is treated
properly, while other parts are completely neg-
lected. This is partly explained by high expendi-
tures. It is very important to know the nature and
possible sources of errors at each stage of designing
and conducting surveys. One of the most important




tasks is to investigate the distorting effect of missing
data.

Tore Dalenius compares accuracy of statistical
data with their relevance. he claims that sometimes
concessions should be made in accuracy for the
sake of rapid publications, since striving for great
accuracy may be rather time-consuming. (Prelimi-
nary data of censuses based on 1-2 p.c. samples may
serve as good illustrations of this statement.) In
Dalenius’ view accuracy of survey data can best be
improved by raising the level of methodology, field
work and training of interviewers.

Robert Barnes claims that non-sampling errors
will never be eliminated completely. In the United
Kingdom efforts are made to ensure better coope-
ration of respondents as well as to improve the cod-
ing of answers.

Thomas Jabine has doubts concerning the
ideas of people about non-sampling errors. It is
very likely that many users of statistical data are
not aware of the existence of non-sampling errors,
though they may have heard something of sampling
errors that can well be controlled in theory and
practice. It is very important to have clear notions
on total errors, particularly if attitudes are con-
sidered, and even the definition of errors may be
uncertain.

Robert Tortora regards the problem of esti-
mating non-sampling errors and bias as the most
interesting and fascinating challenge for statis-
ticians. Three kinds of measure would actually be
needed: sampling- and non-sampling error, as well
as bias. It is relatively easy to set up theoretical
models, but putting these into practice is expensive
and necessitates re-interviews, which may be unre-
hable.

Dennis Trewin uses some time series to point
out importance of the problem. He stresses that
evaluations are needed both in the design phase and

in the phase of conducting surveys to explore accu-

racy of individual observations. He also points out
that proper use of computational facilities improves
considerably accuracy of the results.

Ben Kiregyera examines the problem from the
point of view of developing countries, with special
regard to Africa, since household surveys take place
in more and more countries. He emphasizes the
problems of sampling frames and coverage of popu-
lations in consideration. In addition, he deals with
the role of interviewers, and -—considering another
topic— with problems of measurement in estimat-
ing the yield of agricultural production.

Target population and coverage

One of the first steps in designing statistical sur-
veys is to determine the scope of research, i.e. to
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define the population in consideration. There are a
lot of obstacles to conducting censuses, a typical
obstacle is e.g. that some units (persons, families,
organizations pursuing production or trade, etc.) of
the population are always on the road and cannot
be found on their site. For this reason both deficits
and surpluses can occur, as in the case of some units
it will be difficult to decide if they belong to the
population or not. The result will be undercoverage
in the first case and overcoverage in the second.

The purpose of survey samples is to provide
cheap and rapid information on some population in
a simple way, by means of some hundred or some
thousand observations. To this end a suitable sam-
ple is needed.

There are many ways of selecting a sample. In
this paper we do not deal with methods of selecting
samples and estimating parameters, which leads in
the end to estimating sampling errors. Our interest
concentrates on problems and sources of non-
sampling errors, one group of which is represented
by problems of sampling frames and coverage.
There are many ambiguous cases where it is not easy
to decide if some error is due to sampling or to other
factors.

Probability samples are wused in most
instances (1). In such cases units of the sample are
selected by some random procedure. This is tanta-
mount to assigning some predetermined positive
probability to each unit of the population in con-
sideration, and units will be selected in the sample
with those probabilities. In practice the selection
method proceeds by means of a list containing all
units of the population to be considered. If a suit-
able list representing the sampling frame is avail-
able, then a proper method for selecting the sample
can easily be found.

Sampling frames

In practice it is not easy to define sampling
frames. In the case of household surveys e.g. the tar-
get population is usually the whole population of
the country or some part of it (women, youth, pen-
sioners, etc.). In principle the existence of a proper,
up-to-date list is a necessary condition of selecting
samples with good coverage and good represen-
tation of the considered part of population. In prac-

(1) Problems of covering a given population by probability
samples or by other methods are considered e.g. in Chapters 1-2
of «Statistical Design for Research» by Leslie Kish. John Wiley
& Sons, New York, etc., 1987.
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tice, however, such lists are rarely available; instead
of them we are given a multipurpose sample which
is regularly adjusted and ensures fairly good cover-
age of different strata of the population.

Samples in practice are rarely determined by
simple random selection; for the sake of efficiency
stratified and/or multistage samples are used. In the
case of stratified and cluster sampling the frames
must contain sufficient information also on selec-
tion probabilities, which are usually unequal in such
cases.

Ultimate sampling units in some sampling
methods may be different from observed units: the
former can be e.g. dwellings, and the latter persons.
In many cases some persons selected in the sample
are not available at the time of interview, but their
absence is not compensated by possible guests who
happen to stay temporarily in the dwelling visited by
the interviewer.

Because of inevitable deficiencies outlined
above the sampling frame is different from the tar-
get population. It is common practice that from
sample surveys inferences to populations other than
the original target population are also drawn. Sub-
sets of the latter can be considered in this respect,
but the opposite case can also occur: from data of
cities inferences can be drawn to the country as a
whole.

There is an additional gap between the sample
and the set of sample units having completed the
questionnaire with success: the difference corre-
sponds to refusals and non-responses.

Deficiencies of sampling frame and losses from
the sample due to non-responses are two different
sources of non-sampling errors.

Examining the problems of coverage is hard
and rather time-consuming, and different kinds of
decifiencies cannot always be identified. For these
difficulties many designers prefer neglecting prob-
lems in connection with goodness of coverage.

Estimates of absolute frequencies such as popu-
lation counts are particularly sensitive to deficien-
cies of coverage. The estimates can be entirely mis-
leading ¢.g. in the case where differences between
subgroups or units are needed, and the missing units
of observation are not uniformly distributed among
the domains of interest.

Special foresight is needed when on the basis of
observations from a given population inference to
another, similar population is to be made, e¢.g. when
from data of some country those of neighbouring
countries are to be estimated. (This question is
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closely related to the so-called synthetic estimates
and the condition of their application.) Such infer-
ences can be justified only if some specific con-
ditions —scope of study, behaviour of variables,
validity of some models— are thoroughly examined.

Definite distinction must be made between defi-
ciencies of coverage and the different forms of non-
response (item nonresponse, refusal, not-at-home
incapacity, etc). It is, however, not always easy to
distinguish between things: if e.g. the observation
for some member of a family is missing, though the
person in question had to be interviewed, the
reasons for this can be different: refusal, inter-
viewer’s error, ambiguity in the instructions. With-
out knowing the reason for the loss it is not possible
to correct the error.

In the foregoing we have considered sample
surveys, thus we have assumed that the target popu-
lation and the sampling frame are well defined, and
the sample ensures good representation of the target
population. In controlled observations samples are
selected in a different way: here the sampling frame
does not cover the target population, and units are
selected to the purpose, but not quite at random.
(Polls are conducted mainly by this method.) In
most cases target populations are not defined pre-
viously when conducting controlled observations;
the strata or occupation groups of the population
characterized by the answers can be identified only
in the phase of analysis, on the basis of distribution
of the observations (1).

Current surveys of population or households
have usually sampling frames that are during longer
periods. Such sampling frames need permanent up-
dating in order that changes in time may not in-
crease deficiencies of coverage.

In Hungary the Unified System of Household
Surveys (abridged USHS) has a multi-purpose sam-
ple including about 16,000 families. Updating and
rotation of this sample proceeds by updating the
stock of addresses of enumeration districts and by
registering new buildings, blocks of dwellings in
settlements belonging to the sample. New districts
—if any— should of course also be registered (see
Appendix).

A multi-purpose sample can be used in actual
surveys only if reasonable compromises are made in
the different specific situations. Even the method of
updating the sample assumes some compromise.
Thus it is meaningful to raise the question if in the
case of one-time «snapshot» studies or surveys

(1) See Leslie Kish, op. cit., Chapter 1.
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repeated only in every fifth or tenth year defining a
new sampling frame for each survey is not more
advantageous than updating the old frame. This
would be, however, very expensive; the common
practice adopted therefore in most countries is to
use multi-purpose samples (1).

There i1s no general method of updating
sampling frames, although this question is discussed
in detail in many handbooks. The methods and pos-
sibilities of adjusting sampling frames to changes in
time are mainly determined by the specific features
of individual countries such as reliability of avail-
able registers and the amount of resources. Needless
to say that the aim of updating is to provide good
representation of the population by the sample of
each actual survey.

Missing data, non-response

The term «missing data» refers to losses of in-
formation due to unsuccessful observation of some
units (families, persons, etc) of the population; the
losses may be partial or total. There are different
reasons for missing data.

If the sampling units are dwellings, the cases
that nobody is at home or only some persons are
absent (not everybody) are equally possible. Even if
everybody stays at home, it can happen that they all
refuse cooperation, in other cases some will be will-
ing to cooperative, while others from the same
dwelling not. Some persons may be unable to
answer for different reasons such as age, influence
of others, mental deficiency, etc. It is easily seen that
non-response quantitatively depends both on the
individual sampling units and the method of data
collection. Literature on this subject in America and
Western Europe devote considerable space to tele-
phone interviews and mailed questionnaires, since
the problem of non-response by these methods is
quite different from that in the case of face-to-face
interviews.

One of the important tasks of designing surveys
is to specify for each question those persons who are
competent to answer it. When e.g. a family is ques-
tioned, there may be questions concerning facts that
are known to each member of the family. On the
other hand, answers about plans, opinions and atti-
tudes may be accepted only from persons actually
concerned.

(1) Leslie Kish: Multipurpose Sample Designs, Survey Meth-
odology, Vol. 14, No. | (1988) pp. 19-32.
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An important indicator of the success and re-
liability of a survey is the response rate which is de-
fined as the proportion of all successful interviews
to total sample size. When units of the sample have
been selected by different probabilities, the response
rate should also be determined as a weighted ratio.

For a proper treatment of non-response it is
useful to know the reason for failure; as was pointed
out above, this can be refusal, absence, wrong
address, disability of some persons interviewed, etc.

Given the accuracy of estimates, the sample
should meet the following conditions: proper size,
suitable structure and good coverage of populations
in consideration. Missing data lead to increase of
sampling errors, but they also involve uncertainties
which bring us to the alternative class of non-
sampling errors. It seems that the latter can best be
treated by the imputation of missing data, and this
1s why imputation techniques are so widely used in
sample surveys.

There are two possibilities of eliminating or
reducing non-response errors, namely,

— minimizing the number of refusals in the
phase of data collecting,

— imputation of data missing for not-at-home
incapacity or other reasons in the phase of
data processing.

Answering the questions may involve burden,
inconvenience or just come efforts for the respon-
dents: this topic will be discussed in detail in connec-
tion with non-response errors. The success of data
collecting depends heavily on the skill of inter-
viewers, in particular on their ability to persuade
people to cooperate; the length of questionnaire and
the type of questions play an important role too in
this respect. To sum up, the field work and the train-
ing of interviewers are decisive factors of the rate of
refusals.

The size of losses due to other factors can be
reduced by repeated calls, careful design and by
efficient organization.

In many surveys some refusals can be expected
even in the case of the most careful design. If re-
fusals were distributed uniformly among different
parts of the sample, their effect would be only tanta-
mount to some decrease of the sample size, which in
this case could be expressed unambiguously in terms
of (increasing) sampling errors.

In the course of data processing there are differ-
ent ways of adjusting or imputing incomplete data;
in any case, however, the following conditions
should be take into account:
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— the distribution of refusals among different
strata and subgroups is not uniform, and

— information on missing or refusing persons
is usually insignificant.

Realiability of the estimates can be improved
by the use of poststratification, if proper character-
istics and auxiliary information are available. In this
case weights compensating for missing units can
easier be calculated.

By imputation we mean replacing missing data
by suitable estimates. If some conditions are met,
this can be done by

— auxiliary information,

—cold-deck methods referring to the use of
data from some similar but earlier survey,
and

— hot-deck methods based on data already
known from the current survey.

When using these methods it is essential to have
some knowledge (number of members, or occu-
pation, age, sex, social stratum, etc.) of units (fami-
lies, persons) that provided incomplete information.
This is the condition of substituting missing data by
similar ones (1).

Many survey statisticians think that there are
two extremes in connection with missing data: the
best thing is to call back and get the missing infor-
mation from the very person whom it belongs to,
and the worst thing is to do nothing.

Response error

In the course of data collecting some pieces of
elementary information may be wrong for several
reasons. The difference between a given answer on
the questionnaire and the corresponding «true»
value is called response error. Data collection and
data processing are sometimes difficult to dis-
tinguish, since e.g. the wrong code of a correct
answer results in response error. In what follows it
will be useful to declare the phase of data collection
finished when completing the questionnaires, check-
ing and editing are all over, and the dataset of the
survey is available e.g. on a magnetic tape. In this
sense response errors include the distorting effects of
imputation too.

(1) For details see Graham Kalton: Compensating for Miss-
ing Survey Data, The University of Michigan, ISR, SRC 1983;
Hakan Lindstrom: Non-Response Errors in Sample Surveys,
Urval, No. 16, Statistics Sweden, Stockholm, 1983.

From theoretical point of view imputation is closely related
to micro-simulation methods and statistical matching.

17

It seems trivial to assume that response errors
are mistakes made by the respondents. This is, how-
ever, not acceptable: response errors depend —as we
have seen above— heavily on the questionnaire, the
way of asking questions, the interviewer and his/her
training, the code instructions, efficiency of imputa-
tion, etc.

It is evident that accuracy of the answers
depends on simplicity and clarity of the individual
questions, i.e. on the style of questionnaire. Design-
ing good questionnaires is rather hard; some people
claim that it belongs to the category of arts, which
is not always recognized. The methods of designing
questionnaires will not be discussed in this paper (2),
only a brief review of the different types of questions
will be given, as this is very important from the
point of view of quality of answers.

To begin with, we can distinguish between

—open and
—closed questions.

In the first case the respondent composes his/her
answer in his/her own words, usually without any
help of the interviewer. In the second case the poss-
ible answers are all given, and the respondent has to
select of them the proper one, which fits his/her state
or opinion. In many situations the possible answers
are augmented with the additional -category
«Other(s)», which —if proper— should again be
completed in the respondent’s own words.

The questions can also be classified by their
content, which may refer either

—to facts and events, or
——to opinions and attitudes.

In the first case there is always some objective
true answer implying a unique value of response
error. On the other hand, the experience of re-inter-
views shows that there is in general no unique
answer to questions concerning opinions and atti-
tudes, thus in this case response error can only be
defined in terms of variability due to repeated ques-
tioning.

Correct answers can be expected from the re-
spondent only if the following conditions are ful-
filled:

— the respondent is willing to cooperate,
—he/she understands the question, and

(2) For a detailed treatment see R. Platek: Some Important
Issues in Questionnaire Development. JOS Vol. 1, No. 2 (1985),
pp. 119-130, and W. Sykes —J. Morton— Williams: Evaluating
Survey Questions. JOS Vol. 3, No. 2 (1987), pp. 191-207.




18

—he/she is in possession of the information
requested and is able to remember it.

From what has been said above it follows that
besides the type of question the interviewer’s re-
sponsibility is also heavy for building up a creative
connection between himself/herself and the respon-
dent(1).

The connection between interviewer and re-
spondent (or the members of family called on) is
very specific, in certain sense it is a byproduct of the
interview. Though the respondents are informed on
the purpose of survey as well as on its public benefit,
it would not be wise to assume that they are
interested in it. It is more realistic to assume that the
drawbacks of being involved is more obvious for the
respondents than the advantages; for them the inter-
view may appear simply as waste of their time. Some
questions way be definitely delicate, and efforts
must be made to produce good answers.

The interview establishes a specific contact
between two people unknown to each other; its pur-
pose is to accomplish some common job. The inter-
view is in general not too long; being impersonal by
its nature, it is still governed by accepted norms of
communications.

The interviewer’s role is of key importance. The
line of talk as well as its end is determined by him/
her; in the case of obscure points he/she helps the re-
spondent. It is logical to regard the interview as a
tool by which verbal information can be obtained
from the respondent; the way to this end is marked
by the questionnaire.

Success of an interview is affected by numerous
factors; in the following we shall consider those
which depend on the type of questions.

Simplicity, logical structure and clear style are
the properties which guarantee good, accurate
answers to our questions. In certain cases, however,
past events should be recalled in the respondent’s
memory. In such situations power of memory of the
respondents play an important role; it is supported
by different reminder notes such as e.g. the house-
hold diary. Recently research has been done on the
basis of cognitive psychology which investigates the
process of cognition (2). The most important results
are contained in proceedings of the conference.

(1) See e.g. S. Sudman-N.A. Bradburn: Response Effect in
Surveys. Aldine Publishing Co., Chicago, 1974; S. Payne: The Art
of Asking Questions. Princeton University Press, 1951.

(2) In the United States research is underway at large scale
to discover the best methods of guiding the respondent towards
the right answer. For details see Questionnaire Design: Report on
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Experience shows that people do not like to
admit things which make them be seen at disadvan-
tage. They usually tend to blunt the edge of ques-
tions which are unpleasant or embarrassing for
them; on the other hand, they try to give answers
complying with expectations of society. Besides,
they do not like to oppose the interviewer; they
prefer to agree and readily accept answers proposed.
Bias in the answer may be considerable if the ques-
tion refers to some form of behaviour or activity
which is gravely condemned by society or nearly
breaks the barriers of law. In such situations tension
is induced in the respondent, and not only the cur-
rent answer will thereby be affected, but the rest of
the interview too. (This fact is considered in con-
ducting the interview, which —accordingly— may
be soft, neutral or hard. This issue will not be dis-
cussed in this paper. Household or population sur-
veys of statistical offices belong in general to the
neutral category, which is characterized by polite,
matter-of-fact and friendly atmosphere lacking both
brutality of hearings and exaggerated friendliness of
intimate relations.)

Remembering some past event is greatly
influenced by its significance or complexity. It is
obvious that everybody will accurately remember
events of great importance such as e.g. buying a car
or undergoing an operation for gall-stones. Note
also that the success of the interview is affected by
the level of intelligence and education too.

Now it is easily seen that response errors are
greatly influenced by the interviewer too, the im-
portance of his/her fitness and training is self-evi-
dent.

There is considerable interaction between inter-
viewer and respondent: their role in the interview is
equally important and is determined to a great
extent by their intellectual power (3).

Considering the theoretical model of response
error we see that this error depends only to some
extent on the respondent, as the interviewer’s work
may also have considerable impact on the accuracy
of information obtained.

It is worth while to consider the implications of
what has been said on response error to some prob-
lems arising in the computation of price indexes.

Computation of a price index —no matter

the 1987 BLS Advisory Conference. US Department of Labor
Statistics, August 1987 (Manuscript.)

(3) This topic is dealt with in detail in: The Influence of Inter-
viewer and Respondent. Psychological and Behavioral Variables
on the Reporting in Household Surveys. National Center for
Health Statistics, Ser. 2, No. 26, Washington D.C., 1968.



A. MARTON

what type: producer, consumer or foreign trade—
is always based on a sample. Laying the hard prob-
lem of sampling errors aside we turn our attention
to the less complex problem of computing the price
index provided that some products, goods and
services are selected for this purpose and the corres-
ponding weights are also given.

Given the sample we face two important prob-
lems, both having essential impact on our final
result. First, we have to decide on the way of deter-
mining individual price indexes for products or
goods called representative items in this context, in
other words: on the method of calculating the pairs
of prices whose ratio gives the individual price
indexes. The second problem concerns the weights,
i.e. the formula to be used.

Assortment, brand, quality, manner of pack-
ing, etc., of representative items selected for obser-
vation may be rather varied, hence even individual
price indexes may heavily depend on the specifi-
cation, assortment, etc., of products. Definition and
specification of representative items is a well-known
problem for experts of price statistics, as well as the
fact that the «fuzzy» character of definitions, i.e.
feasibility of changing certain elements has a per-
ceptible impact on the change of price level. One
part of the latter is pure price change, while the
other part -—which can hardly be determined— is
due to quality change. Compromises must be made
in order that price indexes may be computed and
products may be compared: changes in the compo-
sition must not be treated very seriously, or else no
price index can be given for a lot of products. This
means that - -as a consequence of the joint effect of
the two factors described before— some response
error occurs in the individual price indexes. This
kind of response error is in general not systematic
bias, it is rather of random character, particularly
if the computation proceeds under real market con-
ditions. The situation is different in economies with
acute shortage: in that case a strong but hidden
tendency of increasing prices prevails, which results
in positive bias.

The second problem comes from weighting. It
is well known that several formulae are available
for computing price indexes and their time series,
and the different formulae result in different values
of price indexes for the same set of prices and
volumes. The debate on index formulae has lasted
for decades, and it is natural that there is no ideal
formula acceptable by everybody under any
circumstances. The variability among the different
formulae can be regarded in certain sense as a kind
of response error, since the problem of the un-
known price index is well defined, the solution
ought to be unique, and still we are not able to give
a unique answer. (In practice some of the different
formulae is adopted, and the unique price index
obtained in this way is used.)

As we have seen above, the notion of non-
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sampling errors reveals new aspects of some old
problems concerning price indexes. Computational
results are thereby not affected, but the new
approach may be useful in many cases.

Correlated response variance (1)

Although the concepts underlying correlated
response variance are straightforward, its math-
ematical treatment is relatively complex. The objec-
tive of this exposition is to give a general idea of
what it is, how it can be measured, and its implica-
tions for the design of household surveys. Readers
seeking a more rigurous mathematical treatment
may consult Fellegi (1964, 1974); Hansen, Hurwitz
and Bershad (1961); Kish (1962); and U.S. Bureau
of the Census (1968).

The nature of correlated response variance
associated with interviewers was described by Kish
(1962) as follows:

«Each interviewer has an individual average
‘interviewer bias’ on the responses in his workload,
and we consider the effect of a random sample of
these biases on the variance of sample means. The
effect is expressed as an interviewer variance which
decreases in proportion to the numbers of inter-
viewers.»

A similar statement could be made for components
of correlated response variance associated with
supervisors, editors, coders, key-punchers, etc.

An important property of the interviewer vari-
ance is that its contribution to the total mean square
error is inversely proportional to the number of
interviewers employed in the survey. For a fixed
total sample workload, the larger the number of
interviewers, the smaller will be the effect of inter-
viewer variance on the results. Likewise, the effect
of correlated errors introduced by coders would
depend on the number of coders employed.

Other things being equal, this suggests that the
ideal survey design would be to have a different
interviewer for each respondent! In a sense, this is
what happens when self-enumeration is used, as has
been the case in recent years for censuses in several
developed countries. In fact, experiments which
demonstrated the effect of interviewer variance on
census results had much to do with the trend toward

(1) See: National Household Survey Capability Programme:
Non-sampling errors in household surveys: sources, assessment
and control.

United Nations Department of Technical Co-operation for
Development and Statistical Office. New York 1982. pp. 155-159.
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greater use of self-enumeration (see, for example,
Fellegi and Sunter, 1974).

However, self-enumeration is not a feasible
alternative for most household surveys, and cost
factors and other considerations place upper limits
on the number of interviewers that can be used in
a particular survey. Nevertheless, it is important to
be aware that just as sampling errors may be quite
large for estimates based on a small number of pri-
mary sampling units, the effects of interviewer vari-
ance can be substantial for estimates based on the
work of a few interviewers. This is a major consider-
ation in deciding whether a survey is adequately
designed to prodce subnational estimates, say for
regions or provinces. If interviewers are not uni-
formly well trained and supervised, interviewer vari-
ance can overwhelm other sources of error in subna-
tional estimates, even though its effects may be
small at the national level.

The contributions to total error of correlated
response variance may or may not be included in the
usual estimates of sampling variance. Household
surveys generally use multi-stage or clustered sam-
ples, hence, the sampling errors are also «corre-
lated» in the sense that individuals coming from the
same area or cluster tend to be more alike than do
individuals in the population at large. Taking
several individuals (or households) from the same
cluster reduces the independent information con-
tained in the sample; in other words, it increases the
sampling variance. Practical methods of computing
sampling variances are generally based on compar-
ing the values obtained from different clusters in the
sample: the larger the differences between the
clusters, the higher the sampling error will be. (In
addition, of course, the size of the sampling error
depends inversely on the number of clusters in the
sample.) In an analogous way, survey workers, say
interviewers, impose their own «clustering» effect on
the survey results insofar as errors in responses of
individuals interviewed by the same interviewer tend
to become somewhat similar due to the influence of
that particular interviewer. If the survey arrange-
ment is such that each interviewer is assigned to
work in only one sample cluster, then the effect of
interviewers will be completely confounded with the
effect of clustering on the sampling variance, and
usual methods of estimating sampling variance will
automatically include the correlated interviewer
variance. By contrast, if all interviewers worked as
a team in each cluster, or of the interviewers’ work-
loads were assigned at random, the usual estimation
of sampling variance would rot include the effect of
additional variability due to the interviewers. The
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effect may be partly included with other intermedi-
ate arrangements for assigning workloads to enu-
merators (see Verma, 1981).

To make separate estimates of interviewer vari-
ance or other types of correlated response variance,
it is necessary to introduce some degree of randomi-
zation or interpenetration of workloads assigned to
the particular category of survey personnel
involved. For example, in a recent study of inter-
viewer variance in a crime victimization study con-
ducted in 8 cities in the United States, the design was
as follows (Bailey, Moore and Bailar, 1978): I)the
sample workload in each city was divided into 18
crew-leader assignments, each containing 8 inter-
viewer assignments from a total of 144. Each inter-
viewer assignment consisted of about 80 households
II) within each crew-leader area, 4 pairs of inte-
viewer assignments were formed; III) interviewers
were assigned to interviewer assignment areas close
to their homes; 1V) 36 of the 72 assignment pairs
were selected at random. Within each of these 36
pairs, housing units in each assignment were
assigned in an alternating systematic pattern to the
two interviewers. In other words, the workloads of
the two interviewers assigned to a particular pair of
assignments were interpenetrated.

This design made possible the estimation of the
interviewer variance, following a method proposed
by Fellegi (1974), using data from both sets of
paired interviewer assignments —those with interpe-
netration and those without it.

Randomization of assignments generally in-
creases the cost and complexity of survey opera-
tions. In practice there are many constraints which
limit the degree to which complete randomization
can be effected, though in multistage surveys it is
frequently possible to select two «interpenetrating
samples» within each area and assign them at ran-
dom to two different interviewers. who have been
assigned to work in that area. Fortunately, useful
results can be obtained even when complete rando-
mization is not possible (Kish, 1962.)

So far, there have been only a few studies to
obtain separate estimates of interviewer variance
and other components of correlated response vari-
ance in household surveys. More studies are needed;
without adequate information about this important
component of error effective application of the prin-
ciples of total survey design is not possible.

Specific measures of correlated response vari-
ance are presented in connexion with the examples
which follow



A. MARTON

Estimates of response errors

In theory nice models can be built for response
errors and expressions for their variance can also be
developed. For practical treatment of response
errors a methodological survey based on posteva-
luations and re-interviews is needed. Conducting a
single postevaluation does not provide estimates for
response errors immediately, still it yields some indi-
cators measuring the fitness of answers.

With reference to what was said above, the fol-
lowing facts should be taken into account when
post-evaluations are conducted to investigate re-
SPONSE errors:

—in the case of certain questions people
usually strive for responses giving a favour-
able account of themselves;

—answers to questions on opinions, plans and
attitudes may contain considerable uncer-
tainty originated from (mis) interpreting the
questions, lack of a definite standpoint,
factors depending on the atmosphere of
interview;

— answers to delicate questions are always un-
certain;

— reminiscence of past events always contains
some bias.

There is a wide range of income and consump-
tion data (consumption of alcoholic beverages,
income from principal occupation, attendance of
cinemas and theatres, etc.) where comparison with
extraneous information is possible at aggregate
level. Thus we have a possibility of estimating re-
sponse error of aggregates. Unfortunately, there is
in general no way of making inference from the bias
of some aggregate to that at lower level, e.g. at the
level of units. Suppose e.g. that we have found that
on the average observed consumption of some
£oods is 10 p.c. less than the actual value; the infer-
ence that every respondent admitted some consump-
tion (purchasing) exactly 10 p.c. less than what he/
she had actually purchased would obviously be false.

In Hungary censuses of population as well as
those of livestock are usually evaluated by means of
re-interviews(1). This happens by repeating some
part of the survey in order that some information on
accuracy of answer (to questions concerning age,
occupation, school qualification, etc.) may be
obtained. Experience of these re-interviews shows

(1) The 1970 Census of Population. Vol. 31: Survey Method-
ology and the Method of Data Processing (in Hungarian). Central
Statistical Office, Budapest, 1977. Similar controls were used in
connection with the 1980 Census of Population in Hungary too.
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that even in the case of such «core data» response
errors may amount to several percentages.

Biases coming from re-interviews may (and ought
to) be reduced to minimum by employing different
interviewers at the first and the second (the third,
fourth, etc.) calls. It is very useful if repeated calls
are made by the best interviewers or by subject-matter
statisticians, as particular skill is needed to persuade
people to consent to a second (third, fourth, etc.)
interview. Repeated surveys are suitable also for
examining the interviewer’s effect on quality of data.
Such repeated surveys are to be designed very care-
fully, and only a few cases are reported on in the
literature.

A theoretical model for estimating response
errors can be outlined as follows (2).

Suppose we are given a variable having a
unique true value. Individuals in the sample are
repeatedly observed, and the succeeding obser-
vations are independent. The response obtained
from individual i at interview (or observation) a is
denoted by y,, which can be written as follows:

Vie = Wit €,

where y; and e, stand for true value and response
error, respectively.

The distribution of e;, can be estimated on the
basis of repeated observations. Let us denote expec-
tation and variance of e, by B and o3, respectively.
€, represents random error if §;=0 and systematic
bias otherwise. the bias f, itself can be regarded as
a variable unless it equals the bias § pertaining to
the whole sample.

The random component of measurement error
is given as d,=e,— f; expectation of this com-
ponent is equal to 0. Setting

=+ Bi=E (yili)
where 4 is the mean of observations on individual
1 we have

dia =€y ﬂi = yia - ﬂ’l
For a given sample the random errors d,, are in

general not uncorrelated (a good example can be
afforded by clustered samples). The correlation

(2) We borrow here some ideas and notations from W.G.
Cochran: Sampling Techniques, John Wiley, New York, etc.,
1977, Chapter 13. See also: Hansen, M.H., Hurwitz, W.N., and
Bershad, M.: Measurement Errors in Censuses and Surveys.
Bulletin International Statistical Institute, Vol. 38 (1961) No. 2,
pp. 259-374; Fellegi, I: Response pp. 1016-1041.
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coefficient p can be defined by the following
formula:

P 0;=E (di dja)

total variance of response can be written now in the
following form:

V@)= (1 +@ = 1)

where o3 denotes the population average of the vari-
ances of measurement errors. For a sequence of
observations the mean square error (MSE) includ-
ing also sampling errors can be expressed as

1
MSE@)=H{55s+0§ [1+m=Dpl} +4

Here the sampling variance S2,/n and the term o3
(1= p)/n decrease as the sample size n increases, but
the terms p o3 and B depend on n in a rather differ-
ent way. In the case of large samples sampling errors
will be negligible as compared to response errors
which will represent the dominant part of MSE.
(This expression does not reflect the uncertainty ori-
ginated from deficiencies of coverage and from non-
response.)

If we have at least two observations for some
variable(s) on some part of the sample, the above
formulae can be used and response errors can be
estimated (1). In the case of two observations total
variance of response can be estimated by the follow-
ing formula:

E 17 Y2 2
V@)= . . y2)

By some simple modification of the above
model the interviewer’s effect or other impacts on
response errors can also be studied.

Samples of postevaluation surveys are usually
sumbsamples of the original surveys(2); these
should be of proper size and should ensure good
representation from the point of view of character-
istics in consideration.

The proportion of response variance to total
variance is called the index of inconsistence:

(1) Within the frames of USHS one part of the Survey on
Prestige of Occupations in 1988 was repeated on a subsample of
560 units (persons). This was selected with simple random method
from the sample of the original survey. The second call was made
in all cases by a «fresh» interviewer. Evaluation is underway.

(2) Postevaluations are rather expensive, and increase the
burdens of respondents. The size of the corresponding samples is
therefore restricted to some hundred units.
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o3

63+ Sk,

(The denominator equals total variance if random
errors in the sample are uncorrelated.)

In the case of categorical data consistence (or
in other words: simple reliability) can also be exa-
mined by means of a square matrix whose rows and
columns contain feasible categories of answers
obtained as a result of the two calls. The infor-
mation p; in cell (i,j) indicates (absolute or relative)
frequency of the event that somebody whose answer
pertained to category i at the first call specified
category j with his/her second answer. The number
of consistent cases in the individual categories is
indicated by p; 1=1, 2, ...)(3).

It is evident that no response error can be regis-
tered if the same answer is obtained to each question
at both calls. At the other extreme, if in each case
different answers are obtained to the same question,
then uncertainty is maximal, and it is very likely that
no useful information can be expected by the
method of measurement adopted.

Distribution of answers

Re-interview

First 1 2 3..n

interview
A 1 Pu
n 2 P2
S 3 Ps
w Pii -
[
T .
s n Pu.

PiP2Ps - Pa

Using standard notations, the dot (.) refers to
taking the sum over all values of the index it re-
places:

Z Pi=P;

If the py’s represent proportions, the raw index
of consistence (A) is given as follows:

A= Z Pii

(1) For details see C.A. O’Muircheartaigh: The Magnitude
and Pattern of Response Variance in the Lesotho Fertility Survey.
ISI Scientific Reports, No. 70, december 1984,
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In this case the measure of deviations is
D=1—-A.
The index A has two deficiencies:

a) consistence or inconsistence may be the con-
sequenceof random factors too;

b) the index A gives no information about the
distance between the two observations.
(This problem does not arise in 2 X2 con-
tingency tables corresponding to the dicho-
tomy of answers «Yes» and «No».)

Inference to consistence due to random effects
may be drawn from the two marginal distributions.
It is useful to define measure of consistency (k) in
the following way:

_deviations observed _ ; 1-p,_ po—Pp.

~ deviations expected = 1—p, 1-p.

where

Po= ) Pi and p.= )Y pip;
The index k can also be written in the alterna-
tive form:

K= X(pi—pp.)
1 - Zplp,

This measure of consistence is particularly use-
ful in the case of skew distributions, though the
presence of some category dominating all others
may be misleading even with this index.

Interpretation of deviations in the cross table
depend on the nature of variables in consideration.
If some categorical data are examined, then every
piece of information contained in off-diagonal cells
may be regarded as wrong. On the other hand, off-
diagonal information can well be interpreted in the
case of measurable variables such as e.g. income. In
such situations the measure of consistence can be
computed e.g. under the condition that deviations
up to 1 -2 categories are feasible.

It is worth while to pay some attention to the
case of dichotomy of categorical variables. Consider
the following 2 X 2 cross table.

First Second
response response
1 0
1 a b a+b
0 c d c+d
a+c b+d m
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Suppose that 3, =03, and that d; and d;, are
uncorrelated. Then we have
»_ (Y _Yiz)z_b+c
o= =
2m 2m

and the index of inconsistence is given as

Izo_ﬁz m(b+c¢)
PQ (a+b)c+d)+(a+cyb+d)
b+c¢

If g=

(expressed in percentages), then g/2 is a good measure
of simple response variance.

is the proportion of deviations

Some practical problems

As we have seen previously, the impact of some
factors on the increase of non-sampling errors can
in principle be estimated, while in other cases the
size of the factors themselves can be determined by
some method, but not the size of their effect on
errors of data. In particular, the effects of deficien-
cies of coverage as well as those of refusals ought to
be investigated by simulation experiments or by
some analytic methods, by which missing data can
somehow be replaced.

If a sample is selected from a well defined popu-
lation, and we may assume that

— the target population is completely covered,
—each unit of the sample can be observed and
each observation is accurate, and, finally,

—a well defined estimation technique is used,

then an estimate ¥ is obtained whose deviation from
the corresponding population parameter can be esti-
mated by the standard error (which is S/\/ﬁvin the
case of estimated means).

Due to non-sampling errors, in practice some
estimate ¥ will be obtained instead of y. As was
shown in the previous chapters, total variability of
§ can be determined in terms of the two variances
S?and o

The non-sampling variance ¢’ depends partly
on some deficiencies (coverage, non-response, etc.),
partly on inaccuracy of individual observations (re-
sponse errors). Considering individual observations,
one part of non-sampling errors —a considerable
part in general— can be estimated, the other part
remains unknown.

The model of response error outlined above is
based on possible inaccuracy of individual re-
sponses. The behaviour of e, forms the mathema-
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tical basis of proper treatment of variables and indi-
vidual observations. Nevertheless, two situations
should definitely be distinguished in practice.

In the case of categorical data (e.g. male-
female) it is not meaningful to speak about the devi-
ation of observed value from the actual one; we can
only say that some answer is good or bad. In other
cases the measure of accuracy of an answer obtained
may better be defined. In other words the deviation
e, can be interpreted and regarded as a measure of
response error.

«Goodness» of categorical data can be exa-
mined by contingency tables. In this way some prob-
ability can be assigned to any actual answer which
—in view of general conditions of the survey— can
be regarded as accurate with this probability. In
other cases an interval covering the actual value y;
with some given probability can be determined.

Interpreting response errors pertaining to esti-
mates ¥ (which are usually proportions in the case
of categorical data) can always proceed in the same
way, no matter what types of variables are con-
sidered.

In contrast with categorical data, measurable
variables have the property that some deviation
between some answer and the corresponding actual
value is not necessarily a mistake making the infor-
mation meaningless. It is e.g. quite natural if some-
body cannot remember the exact figure of his/her
income. It can happen, however, that the deviation
between answer and actual figure is too large, and
then it is proper to check if there is some misunder-
standing, or some deliberate distortion or some
gross error in the usual sense. Though our model
makes no distinction between small and large errors,
sometimes it is worth while to check if the answer
is acceptable from the point of view of the question.

The main task of editing data is to detect con-
tradictions, i.e. codes that are infeasible by logical
considerations, furthermore, to correct such codes
or data if possible. Evaluating the responses from
the point of view of our model we may conclude that
extreme answers, outliers ought to be studied separ-
ately. (In the case of comparing occupations by
prestige there are e.g. a lot of answers which would
contradict any kind of reasoning.)

There are methods of measurement and investi-
gation that would accept a wide range of personal
judgements, still it is useful to query the feasibility
of some answers. The following attitude is well
known: people who ought to answer «I don’t
know», «I can’t catch it» or «I prefer to refuse»
would rather say something else which is often just
the opposite of what they actually think.
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Different experts have different views on this
question. Some believe that no answer may be
ignored, others think that extreme answers should
be neglected.

The connection between response error and
price statistics has been discussed in a previous
chapter. Recall that improper composition of
products and goods is a possible source of serious
errors. Without going into details we note that
checking extreme price changes has always led to
improper compositions, and omitting too low and
too high individual prices has always produced good
results.

The above conclusion applies also to surveys of
social statistics: extraordinary responses ought to be
examined separately here too, and if they prove to
be absurd, they should be ignored.

Finally some features of the USHS will briefly
be summarized.

The census enumeration districts are steadily
modified by new construction and demolishing old
buildings; this is the basis of updating the sampling
frame. As the size of the USHS sample is fixed,
expansion factors (i.e. the factors or weights used in
expansion —in other words: inflation— estimators)
in the strata of the sample are computed as the pro-
portions of the updated numbers of dwellings in the
population to the numbers of dwellings observed in
the sample. This procedure ensures automatic
adjustment for non-responses in each stratum; it can
be regarded as a specific «hot-deck» imputation
which uses stratum mean in each stratum of the
sample. The rate of refusals in USHS surveys is in
general not significant, it is usually well under 10 %.
The rate of non-response due to other factors is
greater and shows an increasing tendency; it
amounts to nearly 10 %. An important factor in this
respect is that there are many empty dwellings.

In the phase of processing and checking ques-
tionnaires missing data are replaced by some proper
imputation technique, whereby problems of partial
non-response are eliminated. This means that in the
USHS completed and checked questionnaires are
regarded as accurate.

Aggregates from surveys are usually compared
with extraneous information and macro data; this
comparison leads sometimes to proper adjustment
of survey data.

Censuses in Hungary are always accompanied
by postevaluation studies; this is, however, not typi-
cal of the USHS. The postevaluation of the survey
«Prestige of Occupations in 1988» is an exception.
The sample of postevaluation consisted of 560 per-
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sons, the questionnaire was an abridged version of
the original. As was mentioned earlier, analysis of
the results is underway.

The surveys are conducted by a constant net-
work of interviewers. The latter are well trained and
equipped with considerable knowledge of their field;
most of them are women. One-third or a half of the
sample is changed in a year, thus every family in the
sample should be called on several times; topics of
succeeding interviews are not necessarily the same.
As a result of repeated calls certain contact develops
between families and interviewers, particularly in
smaller settlements. This contact is definitely advan-
tageous, it has a favourable impact on the respon-
dents’ willingness to cooperate with the inter-
viewers.

Sampling error: portability

A sample covers only part of the universe under
inquiry. The sampling error shows the accuracy of
the y supposing that it is unbiased and there is no
other (non-sampling) error. The sampling error is a
function of the sampling design: sample size, type of
stratification, allocation of the sample to the strata,
clustering, estimation procedure.

The sampling variance of an estimate is a
measure of how the estimate would be expected to
vary over repeated sample selections. Fortunately it
can be estimated from the results of a single sample.
It decreases with the increase of sample size.

A given sample design with a given sample size
is good only for certain aggregates, cross-classes,
subgroups, territorial break-downs.

Bias versus unbiasedness: Sometimes it is better
to have a biased estimate with small variance than
an unbiased with great variance (E.g. small areas
estimates: synthetic, SPREE, etc.)

Mean square error reflects the combined effect
of sampling variance and bias.

ME=¢’+ B?
Coefficient of variation:

cv=2
y

The sampling variance depends on (approach-
ing it from the opposite direction) the aim of the sur-
vey and also the resources available.

A given sample is good for one thing, but not
for another.
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The goal determines the size, design etc. But
most surveys and samples are multipurpose.

«Conceptually, the magnitudes of the various
components of the mean square error are functions
of the design of the survey. Thus, we may modify
the sampling variance by introducing stratification,
changing the size or nature of the sampling units at
the various stages of sampling, or by other well-
known devices. Similarly, we may modify the re-
sponse variance components and the coding vari-
ance components by changing the form or content
of the questionnaire, the methods of recruiting,
training or supervising the interviewers, the pro-
cedures for editing or coding responses, or other
aspects of the survey. Each change alters the mean
square error of the results and also the cost of the
surveys. We have the ultimate goal of seeking those
changes which minimize the mean square error
attainable with given resources or, alternatively,
which minimize the resources required to attain a
specified mean square error.» (Jabin and Tepping,
1973.)

Sample surveys and statistical publications:
Many variables and technical difficulties in calculat-
ing and publishing sampling errors. The best sol-
ution would be: to have a few figures and based on
them the cv could be calculated or at least well esti-
mated: this is called portability.

In case of simple random sampling the
sampling error of a given variable depends on the
sample size n. But this is not true in case of complex
samples.

The problem of portability, the role of
sampling design was investigated deeply in WFS (1).

Design effect or design efficiency factor
measures the efficiency of the design as compared
with what it would have been if the sample was
selected entirely at random.

The main factor effecting the design efficiency
is the clustering. If there is a correlation inside the
cluster the amount of information from a cluster of
ny individuals is not n, times the amount of infor-
mation derived from one individual. In practice one
may expect a positive correlation and this will
reduce the efficiency of sampling.

«Computation of sampling errors for surveys
are generally multipurpose in two ways: First, they

(I) L. Kish, R.M. Groves and K.P. Krotki: Sampling Errors
for Fertility Surveys. WFS Occasional Papers, No. 17, January
1976.

V. Verma, C. Scott and O’Muircheartaigh: Sample Design
and Sampling Errors for the World Fertility Survey. J.R. Statist.
Soc. A (1980), 143, Part. 4, pp. 431-473.
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concern many statistics for many variables; second,
they can serve several different needs. Computing
sampling errors involves more than variances and
standard errors. Design effects (deft®), ratios of
homogeneity (roh) and coefficients of variation are
useful and used; from these, averages and other
functions can be computed also, and they often are.

Design effects, the ratios deft’=actual/srs var,
have several important uses. 1) They may be aver-
aged for greater stability, when the computed vari-
ances are subject to great variation because they are
based on few primary units, or «degrees of free-
dom». 2) They can and should be used to check for
gross errors in variance computations. Gross errors
are the most common and easiest to spot for devi-
ations from the base of 1. 3) Their main purpose is
in models and conjectures for other statistics from
the same survey. But for this purpose the function
roh =deft*/(b— 1) is preferable, especially for cross-
classes. 4) They may be «borrowed» to serve in con-
jectures about sampling errors for other surveys. 5)
They may be used for designing other surveys. (L.
Kish, Statistical Design for Research 1987, p. 202.)

Consider the sum of a number of variables X,
to x,, all for some of which may be correlated. Its
variance is given by

Y cov (xi, X))

var (Sum)= ) varx,+
=1 i#]

If the variances of x; are all equal then

var (Sum)

var x;=n+n(n—1)p

where p is the average correlation among the x’s.
Thus

var (Sum)= L+(n—1)p
nXvar X;
The expression on the left is the deff of this particu-

lar cluster and hence

deff—1
p g —
n—1

Where the whole design is under consideration,
comprising various clusters, one may take ane aver-
age of the cluster size and write

SAMPLING AND NON-SAMPLING ERRORS IN SURVEYS

deff—1
roh 51

where b is the averge size. The deff is calculated
from the data by formulae set out in the text and
hence roh is computed. If there is no intraclass cor-
relation roh is zero and the deff is unity. Theoreti-
cally roh can attain unity, in which case the deff will
be high (an inefficient design, as is otherwise
obvious from the fact that all the members within a
cluster give identical answers to the variable con-
cerned). In practice values of roh between zero and
0,2 can be expected.

Sometimes the roh and deff can be estimated
beforehand. The roh is better, because it does not
depend on the cluster size. That is the reason why
it is called «portable».

It is an open question whether the deffs
obtained from individual variables can be amalga-
meted into a single index to give some idea of the
deff as a whole. Generally there is no deff or vari-
ance of the design only of a variable!

The following indirect method (1) of imputa-
tion can be used from a computed standard error
(steg) to an unknown one (ste,):

where deft=,/deff

We impute across roh values because of their
relative stability across diverse subclasses for each
variable from a sample, and also for similar vari-
ables across samples. We transform values of ste
into deft, and these into roh; then, after imputing
roh for a new statistic, we transfrom into the new
deft, and finally to the needed ste. The direct impu-
tation from ste, to ste, is seldom justified. The path
from deft, to deft; is usually difficult also, due to
large differences in sample sizes, hence cluster sizes,
for diverse subclasses. (Randomly distributed vari-
ables have roh values near zero, whereas highly clus-
tered items are found near 0,10 or 0,20, and perfectly
segregated variables can theoretically approach 1,0.)

When using complex samples the basic ques-
tion is: what is the trade-off between the loss of
efficiency and the reduction of costs.

(1) To demonstrate, how portability works, see Appendix
ch. 6.
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APPENDIX

UNIFIED SYSTEM OF HOUSEHOLD SURVEYS
IN HUNGARY




1. Introduction

The unified System of Household Surveys
(USHS) was established in 1976 to meet this increas-
ing demand with a reconciled programme covering
a time horizon of ten years. It is a nationwide insti-
tution. Its sample covers the whole country, the dif-
ferent types of settlements, and in certain cases it
allows for computing estimates even for some
smaller regions.

The household budget survey is the oldest and
best known household survey. At present it is
carried out biannually (i.e. in odd years) on the sub-
sample H, covering 12.000 families. The socio-stat-
istical surveys are carried out in the even years on
subsample M, covering about 16.000 households. In
this frame the survey of Basic Socio-demographic
Data (BSD) provides the fundamental demographic
and socioeconomic information called cora data.

2. The Sample

The sample or master sample in selected in two
or three stages: the primary sampling units (PSU’s)
are enumeration districts of the 1980 census in larger
settlements (typically in cities) and the settlements
themselves in other cases. The ultimate sampling
units are dwellings in all instances. The requirements
imposed on the sample are the following:

—the samples selected from the sampling
frame have to represent the major popula-
tion groups on the national level and —in
some cases— on the level of larger regional
units or of countries, as well;

— the master sample as sampling frame has to

ensure a sufficient number of dwellings
(addresses) for household surveys in the
decade 1983-1992, taking the necessary
rotations (i.e. replacements of dwellings)
into account, which is inevitable to avoid
exposing families to response burden for an
excessively long period;

—economizing the available resources should
be an important aspect of determining the
sampling design (this leads inevitably to
built-in disproportions together with the
requirement on representativity).

The selection of enumeration districts consti-
tuting the sampling frame was carried out in one or
two stages and using two-way stratification in the
following manner:

—all settlements with 25 thousand or more in-
habitants were included, i.e. were self-repre-
senting. Smaller settlements were stratified
by size (8 strata) and socio economic charac-
ter (5 strata) and were selected with prob-
ability proportional to size (measured by the
number of dwellings in the 1980 census);

— the enumeration districts were also stratified
by character in a similar manner as the
settlements. Within the selected non self-
representing settlements an equal number of
census districts were selected also with prob-
ability proportional to size;

— in order to have more settlements in the mas-
ter sample and to be able to represent certain
smaller population groups better by the sam-
ples, the sampling fraction in Budapest and
in the big cities was lower than in other
settlements and in one of the strata by
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character of settlements and districts,
respectively, was higher than in the rest of
strata;

—in any settlement having at least two enu-
meration districts both subsamples H and M
are represented by the same number of dis-
tricts none of which may pertain simul-
taneously to H and M;

—for any actual survey an equal number of
dwellings is selected from all sample districts
with equal probability: thus e.g. 12 dwellings
from the districts of subsample M for the
BSD survey and 9 from the H subsample dis-
tricts for the household budget survey.

Since the selection of enumeration districts is
carried out with unequal probabilities, sample esti-
mates are determined by inflation, i.e. by means of
a suitable weighting procedure. There are 270 differ-
ent strata in the sample, and, consequently, 270 dif-
ferent sampling fractions and 270 different weight-
ing factors (sample weights). The weighting factor
for a given stratum is the ratio of the updated total
number of inhabitated dwellings and the number of
dwellings in the stratum observed in a survey.

In 1983 the number of dwellings observed in the
subsample M was 15756 of which 2256 (14 %) were
in Budapest. In 1985, the houschold budget survey
(subsample H) covered 11844 houscholds, of which
1692 represented the capital. Besides Budapest,
there are 72 towns and 316 villages in the sample
(this concerns H as well as M) which are represented
by a total of 2630 enumeration districts.

Between 1983 and 2987 three household budget
surveys were carried out. The rotation mentioned
above means that subsample H operated as a rolling
sample; two-thirds of the respondents participated
in the survey in two consecutive periods, while one-
third of them provided data over three consecutive
survey-years (1).

Because of technical reasons there was no
rotation in subsample M in 1984. For 1986 a com-
pletely new sample was selected from the dwellings
of the enumeration districts of M. In 1983-84 there
were nearly 8000 families who participated in all five
surveys. The possibility of analysing the different
surveys in a complex way — i.c. by the use of match-
ing techniques — has not been completely exploited
yet.

(1) This can be regarded as a special three-wave panel.
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3. Organization

The USHS, as a tool for data collection, is
available for the CSO and its institutions. It is
managed by a staff of different levels of the organiz-
ation:

— subject-matter statisticians of the different
departments are responsible for the specific
problems;

—the central USHS section is responsible for
general methodological development, co-
ordination, and reliability issues connected
with the surveys (e.g. sampling and response
errors);

— organization of field work, management and
supervision of interviewers is the task of the
regional offices of the CSO;

—data processing is carried out in the Com-
puter Centre of the CSO;

—analysis and publication of the results are
performed by the subject-matter depart-
ments responsible for the survey.

In 1985 the regional offices of the CSO
employed about 430 interviewers. It is due to the
new sample that 86 % of the interviewers are pri-
marily employed. 72 % of them work part time due
to the nature of the regional spreading of the sam-

ple.

81% of the interviewers work only at one
settlement, 15 percent at two settlements and 4 per-
cent at three settlements. The majority of the inter-
viewers are responsible for 6-8 enumeration dis-
tricts. The USHS sections at the regional offices
employ altogether 110 persons, the majority having
secondary school or higher qualifications.

The diagram illustrates the USHS organization
in a somewhat simplified way:

Subject-matter statisticians
of different CSO departments

7 i

Computing Centre USHS Section

T~ —

Regional apparatus
4. Survey Programme: see Table 1
5. Non-Response

The issue of non-response is treated in different
manner in the case of subsamples H and M. The
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general policy in household budget by one who is
willing to answer. On the other hand, in the case of
subsample M the problem of non-response is solved
by inflating the sample units, i.e. by modifying the
sample weights in a suitable manner.

The respondents in the household budget sur-
vey have to keep a diary on their daily incomes and
expenditures for two months and this special burden
explains the fact that the rate of refusals is consider-
ably higher than in other surveys (see Table 2).

Table 1
The Program of the USHS
1983 Sample
Income survey J
Household budget survey H*
Health expenditures H*
Labour force survey (BSD) M
Social mobility survey (aged over 14) J
Prestige survey (aged 14-70) 1/2]
1984
Opinions on living conditions H*
Opinions on health services M
Labour force survey (BSD) M
Living conditions of young people (aged 15-34) 1%
enlarged
As part of the microcensus: 2%
a) Real estate ownership, plans for moving
house, flat conversion
b) Living conditions of pensioners and per-
sons of pensionable age
c) Longitudinal mortality survey
1985
Household budget survey H
Cultural and recreational expenditures H
1986
Basic socio-demographic data (BSD) M
Living conditions of women (aged over 15) M
Health status survey M
Expenditures yielding non-observable incomes M
Time budget-way of life (aged 15-79) 1/3M
Teachers’ time budget-way of life 1300
teachers
Students’ time budget-way of life 3000
students
1987
Household budget survey H
Agricultural production of households H
1988
BSD M
Income survey J
Prestige survey (aged over 14) M
Medical facilities and morbidity M
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1989 Sample
Household budget survey H
Health and cultural expenditures H
1990
BSD M
1991
Household budget survey H
Recreational expenditures H
Household facilities H
1992
BSD M
Notations:  H* 8000 households, 6 families from each
H district.
H 12,000 households, 9 families from each
H district.
M 16,000 dwellings, 12 from each M dis-
trict

J 16,000 households; half of the sample
M and 8,000 families selected from the
H districts.

In the past five years the rate of non-response
in subsample M was not considerable. Nor did the
number of refusals increase perceptibly in 1986,
though the burden of the respondents was far from
being negligible. In that year all surveys were con-
ducted on subsample M, and this implied that, due
to the size of the family and/or to randomization,
some families were visited 12-16 times during the
survey period.

The rate of non-response is varying from Buda-
pest, to the other cities and villages. The underlying
reason for this is probably the different way of life
and personal relations in large cities and in smaller
settlements, which makes the interviewers’ task
somewhat difficult.

The number of refusals depends on the subject
of the survey as well. People generally like to talk
about their problems concerning medical facilities
or issues which are personally important to them.
The rate of refusals was higher in the case of the
prestige survey than usual, since the subject was not
clear to most people, and they did not see the aim
of the survey.

6. Sampling errors

The questionnaires are in general comprehen-
sive, they contain several hundred variables (ques-
tions, data locations, etc.); thus e.g. the household
budget survey in 1985 contained 298 questions, and
the questionnaire of the survey on «Conditions of
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Table 2
Non-Response Rate in the USHS Surveys
Rate of Other
refusals (%) non-response (%)
Actual sample size
Budapest Provinces Total Budapest Provinces Total
1983
Household budget 7,986 50.4 14.7 19.8 4438 12.4 17.0
Labour force 15,756° 43 1.0 1.5 7.9 7.7 7.7
Income 15,780° 5.8 1.6 2.2 7.9 7.1 7.2
Social mobility 34,571 6.3 23 2.8 5.8 36 39
Prestige 8,413 11.4 10.4 10.5 7.0 49 5.1
1984
Labour force 15,756° 7.9 1.8 2.7 — — —
Living conditions of the young 26,682° 5.5 1.7 2.1 10.8 6.9 7.4
Opinions on health serv. 20,950¢ 1.5 0.4 0.5 5.3 29 32
1985
Household budget 11,844° 394 13.3 17.0 43.1 143 18.4
1986
BSD January 15,756° 5.0 1.7 2.2 4.5 1.2 1.7
Time budget 1st period 11,241¢ 3.2 1.6 1.8 6.1 39 4.2
Time budget 2nd period 10,696¢ 1.9 1.4 1.4 8.6 2.2 3.0
Time budget 3d period 10,366¢ 1.6 2.4 2.3 6.0 3.6 39
i Time budget 4th period 9,626° 1.0 1.8 1.6 5.0 24 2.8
Conditions of women 16,085¢ 4.6 2.1 2.4 1.9 1.1 1.2
Health status 39,750+ 1.7 2.2 2.2 4.5 34 3.6
Unregistered income 13,728 — 0,5 0,4 — 1,2 1.1

a) households, b) dwellings, ¢) persons.

women aged 15 or more and not attending regular
school or university» (1986) contained about 250.

All surveys contain the core data which include
the most important socio-demographic character-
istics (sex, age, marital status, educational attain-
ment, occupation, employment, dwelling con-
ditions). This enables the statistician to analyze the
results of the surveys in different contexts by means
of suitable cross-tables.

In the emphasis on detailed information in-
creases, reliability of the data obtained from surveys
will, of course, decrease. In such situations the ques-
tion of qualitative comparison becomes relevant:
people would like to know if some indicator is
higher in some domain (geographic region) than in
another, etc.

To compute sampling error of data estimated
from the USHS sample such a device is needed that
takes the design of this sample — which is rather
complex — into account. Of the software facilities
available at the Computing Centre of the CSO only

the package program CLUSTERS developed for
the purpose of the World Fertility Survey is compat-
ible with the USHS sample design. Unfortunately,
CLUSTERS proved to be somewhat slow when
applied to USHS problems, moreover, in certain
cases its use was definitely difficult. Considering
these problems, a new program for computing
USHS sampling errors was developed at the Hun-
garian CSO. This uses the same method as
CLUSTERS, but owing to some technical improve-
ments, works considerably faster and is much easier
to use than its predecessor (1). It should be noted
that the new program determines less derived stat-
istics than CLUSTERS, e.g. it does not compute the
DEFT and ROH values for the variables in con-
sideration.

(1) See «New CLUSTERS»: a simple means to compute
USHS sampling errors (in Hungarian). Egységes Lakossagi Adat-
felvételi Rendszer Modszertani Tanulmanyok, No. 3. (Manu-
script) Budapest, 1986.
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Development of statistical software in the last
2-3 years resulted in an increased number of
sampling error computations in connection with
USHS surveys. Earlier sampling error computations
were rather rare, and were always characterized by
drastic simplifications that were tantamount to
ignoring the actual sampling design. As such com-
putations became frequent, the users had to face the
problem of disseminating the results in a universally
acceptable and useful form.

It is obvious that some kind of portability may
be useful here, and, as a matter of fact, it has been
in use in some sense. If e.g. sampling errors were
estimated for some variables of household budget
survey in 1980, the computations were not repeated
in 1982, since it was logical to assume that there
was no essential change in reliability of the esti-
mates in a period of 2-4 years, considering that no
structural change took place and the same variables
were estimated on samples of (practically) the same
size.

Sample design has a considerable impact on the
value or sampling errors. Different features of some
sampling plan influence sampling error in different
ways, e.g. stratification tends in general to reduce
sampling error while clustering has just the opposite
effect. The statistics deft and roh derived from
sampling error are widely known and may be useful
to measure the performance or efficiency of some
sample plan (1).

In the course of investigating the results of
some fertility surveys prior to the World Fertility
Survey sampling error of the estimates was thoroughly
examined in many relations and an attempt was
made to find some portability by identifying the
components of sampling error (2). The problem was
further investigated in the paper by Verma, Scott
and O’Muircheartaigh (3) where the method of
investigating deft and roh was also improved.

Sampling error computations could be made
much easier if there were some reliable methods by
which confidence limits of the variables could be

(1) See Kish, L.: Survey Sampling, New York and London,
John Wiley and Sons, 1965.

(2) L. Kish, R.M. Groves and K.P. Krotki: Sampling Errors
for Fertility Surveys. WFS Ocassional Papers, No. 17, January
1976.

(3} V. Verma, C, Scott and C. O'Muircheartaigh: Sample
Designs and Sampling Errors for the World Fertility Survey. J.R.
Statist. Soc. A (1980), 143, Part. 4, pp. 431-473.
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extrapolated provided that sampling error is deter-
mined for a suitably chosen subset of the variables.
The same applies to the considerations concerning
the plan of future surveys repeated at regular inter-
vals.

In what follows sampling error computations
performed in connection with USHS surveys will be
reviewed, and the existence of certain relations
among derived statistics will (ROH and DEFT) be
investigated and checked.

Sampling error computations were performed
among others in connection with the USHS surveys.

— Living conditions of youth and
~— Opinions on health conditions

(both conducted in 1984); the objective here was to
find a proper strategy for small area estimation
methods. In addition, simulation experiments based
on sampling error computations were carried out to
examine the performance of USHS samples as a
function of sample size.

In many cases the values of ROH and DEFT
were difficult to interpret, as

— ROH became negative in a lot of cases,

—and in the majority of cases the average PSU
size was less than 6, when numerical insta-
bility hampers any meaningful conclusion.

Considering these difficulties we had to define
a subset of our sampling error computations such
that ROH is nonnegative for all variables and for all
subclasses in consideration. It was necessary to have
at least two subclasses in any case, since the ROH’s
were to be averaged over subclasses. It was not easy
to find a proper subset with this property; finally it
included portions of computations related to the
surveys «Living conditions of youth» and «Opinions
on health conditions» as well as to the simulation
experiment mentioned above.

The results of our computations are presented
in Table 3-5. Data in these tables pertain to pro-
vinces total (i.e. country total minus the capital) and
to three counties (Baranya, Szabolcs and Vas) in
Table 5 provinces total is replaced by a region
formed from five counties. The tables were compiled
by the following principles. Column 1 contains
ROH values belonging to some geographical
domain (e.g. a country) as a whole, while column 2
displays EOH’s averaged over subclasses. Column 3
contains the ratios formed from the corresponding
entries of col’s two and one; by Kish, Groves and
Krotki this ratio ought to vary around 1.2.
Columns.
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Some ROH Values from the Error Computations for the Survey «Living Conditions of Youth» (1984)

Provinces total Baranya Szabolcs Vas
Variables
. 11. Subclass
1.ROH |2 Subclass means| 3.(2)(1) | 4.ROH |S5. Subclass means| 6.(S)(d4) | 7.ROH |3. Subclass means; 9.(8)/(7) | 10.ROH means 12. (1MA12)
1 0,130 0,189 1,46 0,064 0,088 1,37 0,106 0,083 0,79 0,107 0,086 191
2 0,151 0,229 1,51 0,129 0,224 1,73 0,085 0,102 12 0,070 0,068 1,98
3 0,105 0,132 1,26 0,125 0,096 0,77 0,033 0,092 243 0,009 0,006 0,61
4. 0,210 0,398 1,90 0,071 0,128 1,80 0272 0,541 1,99 0,101 0,055 0,55
5. 0,158 0,210 1,33 0,201 0,320 1,59 0,167 0,183 1,10 0,342 0,374 1,09
6. 0,181 0,227 1,25 0,184 0,257 1,39 0,123 0,191 1,55 0,128 0,104 0,81
1. 0,180 0,218 1,21 0,327 0,307 0,34 0,189 0,230 L2 0,108 0,139 1,39
8. 0.210 0,247 1,18 0,085 0,070 0,82 0,177 0,157 0,89 0,086 0,068 0,79
{ Mean
ofrows 1-8 | 0.166 0,231 1,39 0,148 0,186 1,26 0,145 1,98 1,37 0,119 0,112 0,95
Table 4

Some ROH Values from the Error Computations for the Survey «Opinions on Health Conditions» (1984)

Provinces total Baranya Szabolcs Vas
Variables
1.ROH |2 Subclassmeans| 3.()(1) | 4. ROH |5.Subclassmeans| 6.(5)(4) | 7.ROH |8. Subclass means| 9.(8)(7) | 10.ROH ”‘;::::“s 12.(1)i12)

1. 0,077 0,087 1,12 0,011 0,051 4,64 0,066 0,079 119 0,089 0,09 1,01
2. 0,099 0,104 1,05 0,027 0,024 0,89 0,385 0,395 1,02 0,060 0,052 0,86
3 0.023 0,043 1,86 0,039 0,033 0,85 0,011 0,085 172 0,042 1,036 0,35
4, 0,056 0,077 1,37 — — — 0,066 0,076 1,15 0,064 0,056 0,87
5 0,041 0,047 1,14 0,039 0,051 1,31 0,030 0,013 0,43 0,039 0,067 1)

Mean

ofrows 1-5| 0,059 0,071 1,20 0,029 0,040 1,38 0,11 0,129 1,16 0,058 0,060 1,03

Table 5
Some ROH Values from the Error Computations of a Simulation Experiment based on the Microcensus
(1984)
Provinces total Baranya Szabolcs Vas
Variables
I.ROH (2. Subclass means| 3.(2)i1) | 4. ROH |5.Subclassmeans| 6.(5)/(4) | 7.ROH |8.Subclass means| 9.(8)(7) | i0.ROH “‘HS]::’:i“S 12.(1)/(12)

1. 0,028 0,046 1,63 — — — 0,032 0,097 3,03 0,039 0,164 421
2, 0.037 0,062 1,66 0,028 0,036 1,27 0,058 0,076 1,30 0,046 0,070 1,52
3 0,129 0,138 1,07 0,008 0,057 7,13 0,356 0,367 1,03 0,011 0,022 2,00
4 0,086 0,033 0,96 0,034 0,021 0,59 0,121 0,116 0,95 0,087 0,077 1.89

Mean

ofrows 14| 0,070 0,082 1,20 0,011 0,038 342 0,142 0,164 1,16 0,046 0,083 1,80
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4, 5 and 6 play the same role as columns 1, 2 and
3, respectively, and the same holds for columns 7, 8
and 9, etc. In each table the last row contains the
simple arithmetic mean of the corresponding entries in
the other rows; however, the third, sixth, nineth and
twelfth entries of the last row make exceptions, being
the ratios of the two preceding values. In connection
with Tables 1-3 it is useful to note the following.

Table 3: Sample size:

Provinces total 23372

Baranya 1225
Szabolcs 1864
Vas 804

Subclasses: physical workers not in
agriculture, physical workers (in all)
active earners.

Table 4: Sample size:
Provinces total 17643
Baranya 942
Szabolcs 1282
Vas 587
Subclasses: males, females

Table 5. Sample size:
Five counties (as a
region) 5086
Baranya 965
Szabolcs 1177
Vas 625

Subclasses: males, females

In evaluating the results two questions will be

dealt with:

—do our computations confirm the conjecture
that the ratio of averaged ROH’s over sub-
classes to the ROH of the sample as a whole
is about 1.2?

and

— if the answer to the first question is «yes»,
does the computation scheme for portability
work satisfactorily?

Considering Tables 1-3 one may conclude that
the answer is «yes» to the first question. Some
remarks are in order here. First, the ratio of aver-
aged ROH to ROH will get closer to 1.2 in the case
of large samples than in the case of small ones; the
lambda-values seem more stable in the last row of
the tables than in other rows. Similarly, lambda-
values pertaining to larger geographic units (pro-
vinces total or a region of five counties) are better
than lambda-values of counties. In this sense
lambda =1.2 for Tables 4-5 and lambda=1.39 for
Table 3 Second, data of Table 2 are available for all
of the 19 counties; the corresponding lambda-values
—in the usual order of counties— are as follows:
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1,38, 0,98, 0,97, 0,97, 1,06, 1,18, 2,10, 0,96,
3,12, 1,17, 0,95, 1,29, 2,73, 1,16, 2,74, 1,32,
1,03, 1,39, 2,27. :

To check the possibility of portability by means
of our results, the corresponding procedure should
be outlined here. The problem is

to find an estimate of the standard error (SE,)

of some variable for a given subclass, and

assume that we are given

— B, the average of the size of PSU’s,

— ROH for the sample as a whole,

—M,, the proportion of the given subclass to
the population as a whole,

—SR,, an estimate of the standard error that
would have been obtained if we had an
equivalent simple random sample.

The computational scheme is as follows:
DEFT,=,/1+1.2ROH (MB—1)

and
SR, =DEFT, x SR,

The performance of this method of imputation
can be judged by comparing the SE, values obtained
by the above formulas with the standard errors com-
puted by CLUSTERS. Data for this comparison
can be found in Table 4 where the values of B,
ROH, M, and SR, as well as SE, in the last column
were computed by CLUSTERS. The values of SE,
in the last but one column are those obtained by the
imputation procedure.

Table 6 contains 21 comparisons, and on the
basis of the differences between the entries of the
last two columns one may conclude that the imputa-
tion procedure suggested by L. Kish performed sur-
prisingly well. Of the 21 cases there were only three
such that the difference might be significant: 0.027,
0.006 and 0.023 was obtained in place of 0.036,
0.009 and 0.029, respectively, and there was no dif-
ference in the order of magnitude at all. Thus in
principle the imputation procedure may be justified.

From technical point of view portability as
described above may be difficult in some instances.
In our calculations the values B, ROH, M, and SR,
were taken from lists produced by the CLUSTERS
program. What can be said of a real situation? One
may assume that B and ROH for the sample as a
whole are known, but this may not be true for the
weight M, of the subclass within the population as
well as for the standard error SR, corresponding to
the simple random sample of equivalent size. If one
would insist on computing these data by
CLUSTERS, then SE, in question were also
obtained, without any imputation. This problem
actually occurs when one has to estimate means or
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Table 6
Comparison of Computed and Imputed Values of SE,

Variable B ROH M, SR, Imputed value Computed value

1. 35,2 0,067 0,417 0,004 0,006 0,009
2 25,3 0,107 0,640 0,012 0,021 0,023
3 15,2 0,085 0,044 0,008 0,014 0,011
4. 15,5 0,126 0,598 0,011 0,017 0,017
5. i 15,5 0,071 0,598 0,016 0,021 0,024
6 30,3 0,167 0,750 0,010 0,023 0,021
7 20,8 0,128 0,793 0,021 0,039 0,036
8. 26,7 0,042 0,509 0,011 0,012 0,015
9. 19,2 0,011 0,526 0,021 0,022 0,026
10. 32,0 0,185 0,529 0,012 0,033 0,033
11. 26,7 0,064 0,491 0,012 0,017 0,016
12. 19,2 0,039 0,474 0,012 0,014 0,013
13. 26,7 0,042 0,509 0,011 0,017 0,015
14. 16,9 0,008 0,441 0,014 0,014 0,016
15. 25,0 0,039 0,435 0,022 0,027 0,036
16. 16,9 0,016 0,559 0,021 0,019 0,021
17. 25,0 0,058 0,43 0,022 0,029 0,011
18. 25,0 0,011 0,565 0,012 0,013 0,013
19. 16,9 0,034 0,441 0,024 0,027 0,026
20. 25,0 0,032 0,569 0,019 0,023 0,029
B 21. 25,0 0,046 0,435 0,030 0,037 0,039

ratios; to compute SR, for SRS on the basis on 500
observations by means of a desk calculator just for
the sake of portability would certainly not be mean-
ingful. The situation is different when the problem
is estimating proportions.

Suppose now that one has to estimate some
proportion and a fairly good estimate P is available.
The standard error SR, that would have been
obtained under simple random sampling can be esti-
mated as \/P(1 —P)/N . It is natural to ask if the con-
clusions from Table 4 were to be modified in the
case where the entries in the column SR, were re-
placed by the corresponding values of \/P(1 —P)/N.
Carrying out the corresponding calculations we
have found that with the precision of three decimals
exactly the same values of SR, are obtained as pre-
viously by CLUSTERS. This means that in the case
of estimated proportions the imputation scheme can
be used also in practice; the knowledge of M, can in
general be assumed as the result of the standard pro-
cessing.

7. Response errors

In 1983 there were two USHS surveys which
contained some information on personal

incomes (1). One was the so called Labour Force
Survey, where only a rough estimate of the personal
income was asked. (Seven categories, see table 7). In
the second one there were detailed questions as far
as incomes were concerned. So this second one can
be regarded as more precise than the first one. 9406
persons gave answer to both questions. You have to
consider, that the size of income is a sensitive ques-
tion, so there is certain underreporting.

The results are in the table 7.
A=2Xp;=0,33, D=1-A=0,67

_ 1_Epii _ 0,141
1-Zp;p; 0,811

Under reporting:

K=1 =0,173

QOver reporting:

(1) Keleti, A., Marton, A.: Comparative Analysis of Income
Data Obtained from Sample Surveys of the Population. Statisz-
tikai Szemle, Vol. 64(1986) No. 11. p. 1119-1125. (in Hungarian).
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Table 7
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The comparison of the 1982 monthly average earnings data of the 1983 labour force survey and the 1983 income

survey on the two surveys’ joint sample
ys') p

INCOME SURVEY LABOUR FORCE SURVEY (information obtained from the respondet)
(information obtained from the employer) Monthly average earnings (Forint)
Below 2510- 3501- 4501- 5501- 6501- Over Total
2500 3500 4500 4500 5500 6500 7500 7500
Monthly average earnings (Forint)
Hungary
Below 2500 263 141 48 26 3 2 1 484
5.1
2501-3500 354 889 271 85 11 2 2 1614
17,1
3501-4500 120 1018 879 263 31 9 1 2321
250
4501-5500 25 267 1010 699 74 11 0 2086
22,2
5501-6500 8 51 345 689 184 16 10 1303
13,8
6501-7500 1 18 96 346 214 44 9 728
7,7
Over 7500 3 14 57 223 252 176 145 870
9.2
Total 774 2398 2706 2331 769 260 168 9406
| 8,2 25,5 28,8 248 8,2 2,8 1,8 100,0
The relativety high response error is due to the Professions Scores
fact, that the two surveys used different methods Ist interview Reinterview
(questions) and also the character of the questions.
Eval ine th 1t h ¢ ider thi I. 4,13 4,06
valuating the results you have to consider this un- 5 5.40 5.44
certainty. 3. 6,66 6.74
. . . 4. 6,84 6,17
A Social Prestige Survey took place in the s. 7.79 8.15
second half of 1988 previous one in 1983. In order 6. 9,54 9,53
to study the response error of different questions, ; {g?g %ggg
there were 560 reinterviews 3 weeks after the first 9 1272 12'83
interview. The second interviewer was different 10. 1355 13.47
from the first one. The questionnaire was shorter 11. 14,03 14,00
than the original one, but contained the fundamen- g }‘;’?g }gg;
tal questions. The evaluation of the interviews are 14 15.47 1577
not yet completed. Some preliminary results: 15. 15,91 15,69
. . . . . 16. 16,09 15,99
30 professions (physician, priest, policeman, 17. 16.16 15.91
postman, carpenter, etc.) were tested. Those who 18. 16,67 16,90
answered were asked to range from 1 to 30 the cards ;(9)~ }g,%é :g:?
with the names of the 30 professions. o1 1828 18,64
The results were quite surprising: practically all %g 13’4113 %g’gg
professions have to get all the possible scores from 54 20.08 20,09
1 to 30. But the average score of the individual pro- 25. 20,76 21,04
fessions were very stable. 26. 20,86 20,77
' 27. 21,24 21,66
This means that the individual scores have a 28. 21,76 21,90
fairly great variable error, but the average of this %(9) %ggg ggg?/
error (560 cases) is nearly zero. : ’ ’
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If you take the economic activity of the indivi- ment 90 %. This means that economic activity is a
dual persons, you will find 77 % of answers were fairly unstable idea for a lot of people and possibly
exact. If you take one category difference, the agree- the interviewer-effect had also some impact.

Economic activity

Second interview
First interview Total
0 1 2 3 4 5 7 8 9

0 38 1 0 1 0 2 0 0 1 43
_ 7.65

1 0 129 3 0 2 2 0 4 1 141
25.09

2 0 14 112 18 0 3 0 4 4 155
27.58

3 0 3 11 34 1 3 0 0 2 54
9.61

4 0 0 0 0 3 0 0 0 0 3
0.53

S 1 0 5 2 0 19 0 0 1 28
4.98

7 0 1 0 0 0 0 6 1 1 9
1.60

8 0 5 2 0 0 0 2 49 13 71
12.63

9 0 1 5 0 0 0 0 11 41 58
10.32

Total 39 154 138 55 6 29 8 69 64 562
6.94 27.40 24.56 9.79 1.07 5.16 1.42 12.28 11.39 1 100.00

A=0,767,D=0.233; k=0,715.




